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1. INTRODUCTION

The motivation of this work is to show that Visual Object Tracking can be a reliable source of information for Unmanned Air Vehicles (UAV) to perform visually guided tasks on GPS-denied unstructured outdoors environments. Navigating populated areas is more challenging to a flying robot than to a ground robot because it requires to stabilize itself at all moments; in addition to the other usual robotics operations. This provides a second objective to the presented work to show that Visual Serving, or positioning a Vertical Take-Off and Landing (VTOL) UAV relative to an object at an approximate fixed distance, is possible for a great variety of objects. The capability of autonomous tracking and following of arbitrary objects is interesting by itself; because it can be directly applied to visual inspection among other civilian tasks.

2. LITERATURE SURVEY

This paper describes a system that enables a low-cost quadrocopter coupled with a ground-based laptop to navigate autonomously in previously unknown and GPS-denied environments. Our system consists of three components: a monocular SLAM system, an extended Kalman filter for data fusion and state estimation and a PID controller to generate steering commands. Next to a working system, the main contribution of this paper is a novel, closed-form solution to estimate the absolute scale of the generated visual map from inertial and altitude measurements.

3. PROPOSED SYSTEM

A technique for automating the methodology of detecting and tracking objects utilizing color feature and motion was introduced. Video Tracking is the methodology of finding a moving object over the long distance using a camera. The main aim of video tracking is to relate target objects in consecutive video frames. The relationship can be especially troublesome when the objects are moving speedy with respect to the frame rate. An interchange situation that grows the unpredictability of the issue is the time when the tracking object changes orientation after eventually. For these circumstances video tracking frameworks typically utilize a movement model which depicts
how the image of the target may change for distinctive conceivable movements of the object. In this work an algorithm is developed to track the real-time moving objects in different frames of a video using color feature and motion.

4. OVERVIEW OF REAL TIME OBJECT TRACKING

Tracking can be characterized as the problem of assessing the trajectory of an object in the picture or image plane as it moves around a scene. The requirement for high power PCs, the accessibility of high quality and modest camcorders, and the expanding requirement for automated feature analysis has produced a lot of interest for object tracking algorithms. There are three key steps in feature analysis: recognition of target moving objects, tracking of such objects from frame to frame, and analysis of object tracks to perceive their conduct. In its least complex form, tracking can be characterized as the issue of evaluating trajectory of an object in the image plane as it moves around a scene. The main goal of this investigation is to track the real time moving objects in different video frames with the assistance of a proposed algorithm.

4.1 BLOCK DIAGRAM

The algorithm has been developed for real-time object detection and tracking using color feature and motion. Tracking of the object is done on the basis of region properties such as centroid, bounding box etc. Here, motion detection and tracking is done using background subtraction and optical flow method. Most of the time median filtering is used in image processing to remove noise during real-time object detection and tracking. Median filtering is far better the convolution technique when the aim to prevent edges and to eliminate noise. Specify the characteristics or property of video input. Begin with video acquisition. Separate the frames from video input. After separating frames from the acquired video generate image after subtraction contains motion region and noise. Median filter is used to eliminate noise. Morphological technique is used for further processing. Vertical along with horizontal projection is utilized to detect the height of motion part. Make the Video Device framework object. Make a framework object to calculate path and velocity of object movement from one video frame to another utilizing optical flow technique. Set up the vector field lines.

![Fig.1 Subtraction method](image)
5. RESULT AND DISCUSSION
The tests where various urban objects were used as targets, one of them with selected targets moving along a street and a car and a person following tests along suburban area streets and tests were people were followed from close distances showing occlusion handling.

Various tests were performed to ascertain what kind of objects could be tracked visually. The selected targets ranged from a quarter of the tuned size to more than ten times the tuned target surface. The drone was able to visually track all these targets even when the objects were at a distance, relatively far from the stable visual tracking position.

The bounding box can be chosen with background on it and the tracker and system will still work successfully. The reason for this is that big targets tend to move slowly in the image plane, which accounts for the tracker’s higher performance. People following was highly successful.

A second battery of tests was performed to showcase moving object following, mainly including people following and some car following tests. For small moving targets, such as logos on people’s t-shirts, the best performance was achieved when no background is included in the bounding box.
6. CONCLUSION

A visual based object tracking and following system is presented. Our flying robot is able to follow a variety of static and moving targets, without any dependence on GPS signals, using a recently developed visual tracking and target model learning algorithm. The system does not require the targets to be marked, and no prior knowledge about the targets is required. Our system has been able to perform Visual Servoing task on targets of varying size, from a quarter to more than ten times the tuned target size, and at varying distances from 1-2 m to 10-15 m of distance from the target. It has also achieved person following at up to 1.5 m/s of speed. All the experiments have been performed in an unstructured suburban area, in an outdoors environment. Our system has been tested for person following tasks being able to handle occlusion by trees or other people. The computations are performed in an offboard computer that commands the vehicle from a WiFi link. Safety is assured even when the wire-less connection is suddenly degraded by using a multirotor platform that can attain on-board autonomous hovering using floor optical flow. The main contribution of the paper is to demonstrate that Visual Servoing on a great variety of targets including person following with occlusions handling, on an unstructured suburban area, and without dependence on GPS signals is feasible by a current low-cost but reliable UAV robotic platform.
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