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ABSTRACT

Inexact and approximate circuit design is a promising approach to improve performance and energy efficiency in technology-scaled and low-power digital systems. Such strategy is suitable for error-tolerant applications involving perceptive or statistical outputs. Probabilistic pruning technique has been proposed for an efficient approximate tangent function. The approximation is based on a mathematical analysis considering the maximum allowable significance-activity product (SAP) and unessential nodes. Implementation of the proposed approximation schemes presented, which shows that the proposed structure compares favorably with previous architectures in terms of area and delay.

1. INTRODUCTION

Neural networks are complex non-linear models, built from components that individually behave similarly to a regression model. They can be visualized as graph and some sub-graphs may exist with behavior similar to that of logic gates. Although the structure of a neural network is explicitly designed beforehand, the processing that the network does in order to produce a hypothesis (and therefore, the various logic gates and other processing structures within the network) evolves during the learning process. This allows a neural network to be used as a solver that “programs itself”, in contrast to typical algorithms that must be designed and coded explicitly. Evaluating the hypothesis defined by a neural network may be achieved via feed-forward, which amounts to setting the input nodes, then propagating the values through the connections in the network until all output nodes have been calculated completely. The learning can be accomplished by using gradient descent, where the error in the output nodes is pushed back through the network via back-propagation, in order to estimate the error in the hidden nodes, which allows calculation of the gradient of the cost-function.

2. LITERATURE SURVEY

Suresh Cheemalavagu, Pinar Korkmaz, Krishna V. Palem, Bilge E. S. Akgul and Lakshmi Chakrapani present a Probabilistic CMOS Switch and its Realization by Exploiting Noise. By viewing noise as a resource rather than as an impediment, we demonstrate an entirely novel approach to ultra low-energy computing. The subject of this study is the probabilistic inverter, ubiquitous to the design of digital systems, whose behavior is rendered probabilistic by noise.

Krishna V. Palem presents the mathematical technique of randomization yielding probabilistic algorithms is shown, for the first time, through a physical interpretation based on statistical thermodynamics, to be a basis for energy savings in computing. Concretely, at the fundamental limit, it is shown that the energy needed to compute a single probabilistic bit or PBiT is proportional to the probability of computing a PBiT accurately. This result is established through the introduction of an idealized switch, for computing a PBiT, using which a network of switches can be constructed.
Interesting examples of such networks including AND, OR and NOT gates (or as functions, Boolean conjunction, disjunction and negation respectively), are constructed and the potential for energy savings through randomization is established. To quantify these savings, novel measures of “technology independent” energy complexity are introduced—these parallel conventional machine-independent measures of computational complexity such as the algorithm’s running time. Networks of switches can be shown to be equivalent to Turing machines and to Boolean circuits, both of which are widely-known and well-understood models of computation. These savings are realized using a novel way of representing a PBIT in the physical domain through a group of classical microstates. A measurement and thus detection of a microstate yields the value of the PBIT. While the eventual goal of this work is to lead to the physical realization of these theoretical constructs through the innovation of randomized (CMOS based) devices, the current goal is to rigorously establish the potential for energy savings through probabilistic computing at a fundamental physical level, based on the canonical thermodynamic models of idealized mono atomic gases developed by Boltzmann, Gibbs and Planck.

3. PROPOSED SYSTEM

In this project, an efficient approximation scheme for hyperbolic tangent function is proposed. The approximation is based on a mathematical analysis considering the maximum allowable error as design parameter. Hardware implementation of the proposed approximation schemes presented, which shows that the proposed structure compares favorably with previous architectures in terms of area and delay. The proposed structure requires less output bits for the same maximum allowable error when compared to the state-of-the-art. The number of output bits of the activation function determines the bit width of multipliers and adders in the network. Therefore, the proposed activation function results in reduction in area, delay, and power in VLSI implementation of artificial neural networks with hyperbolic tangent activation function. The above block is composed of three main blocks to approximate the hyperbolic tangent function in all three regions, including saturation, processing, and pass region. General arithmetic operations in each region can be described as follows.

1. **Pass Region**: In this region, fractional part of input is passed to the output. Based, a shift to left by \( N \) out−\( N \) f bits before passing the input to output is required.

2. **Processing Region**: For inputs in the processing region, a bit-level input mapping is required. The number of bit-level mapping blocks required is equal to the number of input ranges in this region. For each input range in the processing region, \( \log N2 \) bits after none bit of input should be mapped to output bits using the bit-level mapping. Using \( \log N2 \) bits after none bit covers all sub-ranges. The number of sub-ranges (N) is calculated while the output of each sub range is found. The bit-level mapping can be implemented using a combinational circuit.

3. **Saturation Region Approximation**: In this region, hyperbolic tangent function is approximated by the maximum value re presentable by output bits, and can be realized by setting all output bits to one.
For a specific maximum allowable error, the proposed structure requires less number of output bits compared to the previously developed architectures. Therefore, bit width of multipliers and adders in the hidden layers of the network using proposed structure as its activation function is lower. Multipliers and adders with lower bit width have lower area, delay, and power consumption. To evaluate the efficiency of proposed structure, it is used to implement a 4-3-2 network for an optical template matching block diagram is shown in Fig. 3.1. It is capable of recognizing six different input patterns and classifying them as four different classes. The general neural network

Based on the proposed approximation scheme, hybrid architecture for hardware implementation of hyperbolic tangent activation function was presented. The synthesis results showed that the proposed structure compares favorably to the previously developed architectures in terms of area, delay, and area×delay.

4. RESULTS AND DISCUSSION

Xilinx Co-Founders, Ross Freeman and Bernard Vonder schmitt, invented the first commercially viable field programmable gate array in 1985 – the XC2064. The XC2064 boasted a mere 64 configurable logic blocks (CLBs), with two 3-input lookup tables (LUTs). Xilinx continued unchallenged and quickly growing from 1985 to the mid-1990s, when competitors sprouted up, eroding significant market-share. By 1993, Actel was serving about 18 percent of the market.
RTL Schematic

After performing the synthesize process, the RTL schematic has been created automatically based on the functionality. The routing between the different cells can be viewed clearly by this schematic. This tutorial deals with the Xilinx ISE-synthesis tool. I have assumed that you know how to start a project in Xilinx ISE and run a simulation etc... Once you have completed simulation for your design successfully you want to test it in hardware.

The first step to this is synthesizing your code. The synthesis of your VHDL code is done by XST (Xilinx Synthesis Technology) tool, which is included in Xilinx ISE software. XST creates Xilinx-specific net-list files called NGC files. Remember that NGC files are not always same, even for the same VHDL code. Depending upon the family and device you have chosen you will get different NGC files. Each NGC file has two parts: logical design data and constraints.

Let us learn how to synthesis a code and infer the reports generated by the software. Copy the 'counter' program from here. This is a 4 bit counter with reset input. Add this code to your Xilinx ISE project and click on "Synthesis-XST". This will start the Synthesis process. Once the synthesis is done without any errors, you can get a lot of details from the files generated by synthesis process.

5. CONCLUSION

A new approximation scheme for hyperbolic tangent was proposed in this project. The proposed approximation schemes based on a mathematical analysis considering maximum allowable error as a design parameter. Based on the proposed approximation scheme, hybrid architecture for hardware implementation of hyperbolic tangent activation function was presented. The synthesis results showed that the proposed structure compares favorably to the previously developed architectures in terms of area, delay, and area× delay. The proposed structure required less output bits for the same maximum allowable error compared to the previously developed architectures.
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